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Agenda 

• Welcome 
 

• Introduction of MBB Webcast 
Series 
− Larry Goldman, MoreSteam.com 

 

• Today’s Session 
− Smita Skrivanek, MoreSteam.com 

 

• Open Discussion and Questions 
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• Founded in 2000 

• Trained over 390,000 Lean Six Sigma 
professionals 

• Served over 2,000 corporate customers 
(including 50+% of the F500) 

• First firm to offer the complete Black Belt 
curriculum online and only firm to offer 
online DfLSS 

• Courses reviewed and approved by ASQ 
and PMI 

• Academic Partnership with Ohio State 
University 

MoreSteam.com 

Select Customers: 

3 

http://welcome.hp.com/country/us/en/welcome.html
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Smita Skrivanek 
  Senior Statistician, MoreSteam.com 
 
• Develops content & software functions, 

reviews projects, and assists students with 
questions on advanced statistics 
 

• Heads research & development for 
EngineRoom®  software 
 

• Masters in Applied Statistics from The Ohio 
State University and an MBA from Indiana 
University Kelley School of Business 

 

Today’s Presenter 
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• Multiple regression output 

 
 

• Criteria for variable selection 
 
 

• Alternative approaches to model building/selection 
 

 
• Recommendations 

 
 

• Brief overview of Generalized Linear Models 
 

 

Discussion Points 
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Dataset 

 
• Dataset from Journal of Statistics Education  (amstat.org)  

 
• Kelly Blue Book for several hundred 2005 used GM cars 

used to predict car value based on several characteristics 
 

•  Dependent (Y): Price 
 

• Potential predictors (Xs): Price, Mileage, Make, Model, Trim, 
Type, Cylinder, Liter, Doors, Cruise, Sound, Leather 
 

• JMP9 used to analyze data 
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The multiple regression model 

 

y = b0 + b1*x1 + b2*x2 + b3*x3 + … + bK*xK 

True: 

Estimated: 

 

Y = β0 + β1*X1 + β2*X2 + β3*X3 + … + βK*XK + ε  

Response/ 
outcome 

Intercept 
Partial regression 
slopes/coefficients 

Predictors 

Errors 
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Predictor Coefficient SE(Coeff) t [H0: βi = 0] P-value 

Intercept b0 se(b0) tb0 

X1 b1 se(b1) tb1 

X2 b2 se(b2) tb2 

PRESS 

ANOVA Table 
 Source DF SumSq MeanSumSq F P-value 

Regression k-1 RegSS MS(Reg) FReg Model p 

Error n-k ErrorSS MS(Error) 

Total n-1 TotalSS MS(Total) 

Coefficient Table 
 

Anatomy of  the regression output 

)( s ErrorMS= R-Sq  R-Sq(adj)  
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1. Tests on partial regression slopes 

 
2. Standardized partial regression slopes  

 
3. Incremental variance explained (ΔR-squared) 

 

Which predictors are important? 

Example 
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Example 

 
Price = 3146 – 0.152*Mileage + 4028*Cylinder 

$3146 = Price with zero mileage and zero cylinders (intercept) 

$0.152 = Price reduces by $0.152 for each 1 mile increase in mileage while holding  
 number of cylinders fixed 

$4028 = Price increases by $4028 for 1 extra cylinder while holding mileage fixed 

Unstandardized: 
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Example 

 
ZPrice = - 0.126*ZMileage + 0.565*ZCylinder 

Standardized: 

0.126 = Price reduces by 0.126 SD for each 1 SD increase in mileage holding 
number of cylinders fixed  

0.565 = Price increases by 0.565 SD for 1 extra cylinder while holding mileage 
fixed 
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Uncorrelated 

X2  

X1 

Correlated 

X2  

X1 

SS(X1,X2) = SS(X1) + SS(X2) 

TotalSS TotalSS 

R2 = SS(X1,X2)  
          TotalSS 

=  1 -  ErrorSS  
           TotalSS 

TotalSS TotalSS 

R-squared  - variance explained 

X2  

X1 

X2  

X1 
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ΔR2 = SS(X1,X2,…X6) - SS(X1,X2,…X5)  
                              TotalSS 

TotalSS 

What’s wrong with incremental variance explained? 

X2  

X1 
X5 

X3 

X4 X6 

FΔR2 =                ΔR2 /1 
               (1 - R2with)/(n-k-1) 

FΔR2 = SS(Extra  due to added term)  
                        MS(Error)with 

Problem: 
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Evaluating higher order terms 
•   Include polynomial terms: interactions (X1*X2), quadratic (X12) 

y = b0 + b1*x1+ b2*x2 + b3*x1x2 
 
y = b0 + b1*x1+ b2*x12 

•   Problem: Polynomial terms increase collinearity 

Solution: Run the model on centered predictors 

Original X: 

Centered X: 
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The model selection problem 

= 2k potential subsets  

• One ‘Best’ model? 

• Goal: Explanation vs. Prediction/Exploration 

•   k potential predictors 

X1, X2 Y = b0 (mean) 
Y = b0 + b1X1 
Y = b0 + b2X2 
Y = b0 + b1X1 + b2X2 

•   7 predictors => 128 possible models 



Copyright 2013    MoreSteam.com 

 
• Model F, p-value 

 
 

• Adjusted R-square 
 

 
• MS(Error) or PRESS 
 

 
• Mallow’s Cp 
 

 
• Information loss criteria – AIC, BIC 

 
 

 

Indices for selecting models 

 
       Large F,  small p-value better 

 
 

        Larger values better 
 

 
        Smaller values better 
 

 
        Cp =< p (number of model parameters including intercept) 
 

 
        Smaller values better  
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• Simultaneous 

 
• Sequential/Hierarchical 

 
• Stepwise (automatic) procedures: 

 
-    Forward selection 

 
-    Backward elimination 

 
- Forward and Backward 

 
- Best subsets (All possible models)  

 
 

 

Model selection approaches 
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• All predictors enter model simultaneously 

 
• Assess the amount of unique variance in the dependent variable 

explained by each independent variable. 
 
• Strengths: Order of variables is unimportant. Useful for explanation, 

based on theory. Allows conclusions about relative effects. Estimates 
direct effects. 

 
• Limitations: Regression slopes can change depending on the actual set 

of variables entered. Implies a theoretical model. Estimates only direct 
effects. 
 

 

Simultaneous regression 
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Example: Response = Price/1000 
• Ordering of predictors unimportant: 

• Which predictors included is important: 
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• Predictors are entered in steps, individually or in blocks, with each 

predictor or block being assessed in terms of what it adds to the prediction 
of Y after controlling for the previous entered predictors in the model. 
 

• Strengths: useful for explanation, based on theory. Allows testing for 
curves/interactions. Estimates total effects. 
 

• Limitations: incremental Rsq changes/can overestimate importance of 
variables depending on order of entry of variables. Order of entry implies a 
theoretical model. estimates only total effects.  
 

 

Sequential/Hierarchical regression 
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• An automated program is used to select the variables and the order in 

which they are entered in the model based on pre-selected statistical 
criteria. 
 

• Tells you how much unique variance in the dependent variable each of 
the independent variables explained. 
 

• Strengths: can pick an efficient subset of variables for prediction based 
on purely statistical criteria. Doesn’t need theoretical basis. 
 

• Limitations: cannot use for explanation. Can produce nonsensical 
models. 
 

 

Stepwise regression 
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Forward Stepwise – p-value 
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• Use prior knowledge and plot your data! 

 
• Use manual methods for explanatory modeling. 

 
• Use automated procedures only for preliminary exploratory/prediction 

modeling 
 

• Obtain several plausible models and compare them or combine them. 
 

• Don’t forget multiple testing issues when ‘fishing’ 
 

• Among automated procedures Best Subsets selection with AIC or BIC 
criteria are the best. 

 
 

 

Recommendations 
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• Random component  

 
• Systematic component 

 
• Link functions:  

 
• Maximum Likelihood  Estimation 
 

 
 

Generalized Linear Models 
 
g(μ)  = β0 + β1*X1 + β2*X2 + β3*X3 + … + βK*XK + ε 

Identity, Logit, Log 
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http://www.amstat.org/publications/jse/v16n3/datasets.kuiper.html
http://ocw.mit.edu/courses/sloan-school-of-management/15-062-data-mining-spring-2003/lecture-notes/lecture9.pdf
http://ocw.mit.edu/courses/sloan-school-of-management/15-062-data-mining-spring-2003/lecture-notes/lecture9.pdf
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Thank You for Joining Us 
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• Offered in partnership with Fisher College of Business at The Ohio 
State University 

• Employs a Blended Learning model with world-class instruction 
delivered in both the classroom and online 

• Covers the MBB Body of Knowledge, topics ranging from 
advanced DOE to Leading Change to Finance for MBBs 

Master Black Belt Program 
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Resource Links and Contacts 

Archived presentations and other materials: 
http://www.moresteam.com/presentations/  

Questions?  Comments?  We’d love to hear from you. 
 

Smita Skrivanek, Senior Statistician – MoreSteam.com 
sskrivanek@moresteam.com  

 

Larry Goldman, Vice President Marketing – MoreSteam.com 
lgoldman@moresteam.com  

 
Join us for our next Webcast on March 21st: 

 

Eric Olsen, California Polytechnic State University, will discuss 
how to build 10,000 hours of experience with A3s. 

 

http://www.moresteam.com/presentations/
mailto:sskrivanek@moresteam.com
mailto:lgoldman@moresteam.com
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